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Abstract — This paper describes the concept of improving 
operation of a distribution circuit of the future through in-
stallment of interoperable devices, including distributed en-
ergy resources (DER) that are controlled using a multi-agent 
system approach. This concept for improving distribution ser-
vice is being considered by SCE’s DER Program, with addi-
tional assistance from West Virginia University in the devel-
opment of a conceptual implementation methodology that 
includes multi-agent control. 
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Introduction 
 
Southern California Edison (SCE) is actively assessing how to 
maximize the potential grid benefits from Distributed Energy 
Resource (DER) technologies. Examples of potential grid 
benefits from DER include: dynamic reactive support of dis-
tribution system voltage and participation in circuit emergency 
reconfiguration for service restoration. To realize the full po-
tential of DER to support and enhance our electric delivery 
system, understanding and enabling interoperability between 
DER, local distribution, and the wider grid are essential. This 
paper describes SCE’s Circuit of the Future Project and it’s 
applicability in advancing our industry’s insight into this criti-
cal issue.  SCE participates as a member of DOE’s Grid-
WiseTM Architecture Council (GWAC) and seeks ways within 
SCE to embrace and make use of GWAC’s interoperability 
principles. 
 
From a utility perspective, the viability of DER increases as 
the technology matures and more “value-added” features are 
incorporated. As technically desirable features are added at the 
DER device level, accessing these features for wider grid 
benefit will require well thought out and effective implemen-
tation of systems and operating practices that facilitate inter-
operability between and across integrated electricity delivery 
systems. SCE’s distribution Circuit of the Future project is our 
effort to increase our understanding of how to implement and 
leverage DER-Grid interoperability.  
 
SCE’s Circuit of the Future is a planned 12 kV distribution 
circuit that will supply customers within our service territory. 
In addition to our core need to build the circuit to serve cus-
tomer load, SCE is taking the opportunity to do a variety of 
collaborative research projects to deploy and test advanced 
distribution devices on the Circuit of the Future,    and to de-

ploy and test advanced operating and control concepts enabled 
through these devices on the Circuit of the Future.  
 
The advanced device systems being deployed on SCE’s Cir-
cuit of the Future include: 
• Circuit level fault current limiters, 
• IED-ready protective system relays, 
• Circuit fault interrupters, 
• Fiber optic communications backbone, 
• GPS time stamping at circuit sensing/recording devices, 
• Duct bank temperature monitoring, 
• D-FACTS for dynamic VAR compensation and voltage 

support. 
   
The operational scenarios to be tested on the physical circuit 
will result in an incremental advance from current present 
operating practices. For example, the tested scenarios are ex-
pected to produce tighter isolation of faulted circuit sections 
and quicker restoration of recoverable customer load. But, the 
operating paradigm will not be significantly altered since SCE 
will still use centrally decided and dispatched circuit configu-
ration changes on the physical Circuit of the Future. More 
innovative operating paradigms will be explored through 
modeling and simulation of a virtual Circuit of the Future. 
Several DoE funded research projects are using the Circuit of 
the Future as their model for testing next-generation advanced 
distribution concepts. These projects that are using the Circuit 
of the Future as a model include West Virginia University’s 
DoE-sponsored project “Integrated Control of Next Genera-
tion Power Systems”, which is investigating application of 
smart agent technology in a utility operating environment. 
Simulation will be used to assess potential impacts from smart 
agents participating in circuit reconfiguration for energy man-
agement and load restoration, and for control of reactive 
(VAR) devices. SCE has extensive experience in electrical 
system planning and operation, from the bulk transmission 
system down to the customer meter. This experience, and our 
understanding of the complete delivery chain, will help maxi-
mize the benefits to be realized from interoperability of 
emerging DER technologies.  
 
Two illustrative case studies are presented using load flow 
studies to quantify the electrical distribution system impact of 
two conceptually advanced distribution system scenarios. The 
two scenarios are “DER, D-FACTS and Voltage Support”, 
and “DER and Reconfiguration for Load Restoration”. 
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Figure 1: Circuit of the Future 

 
Use of multi-agent systems to enable advanced distribution 
system functionality follows the case studies. The paper con-
cludes with a conceptual level discussion of the potential for 
significant industry-wide benefits through enabling and lever-
aging interoperability. 
 

 
Figure 2: STATCOM and SVC Operating Characteristics 
 
DER, D-FACTS and Voltage Support 
 
The Circuit of the Future project plans to include a distribu-
tion-connected Flexible AC Transmission System (FACTS) 
device. SCE refers to this conceptual device as D-FACTS. To 
begin designing specifications for the D-FACTS device, a 
computer-based model of the Circuit of the Future was first 
created using General Electric’s Power Sequence Load Flow 
(PSLF) software as the tool for steady state analysis. Addi-
tional data was extracted from SCE’s E-maps system mated 
with Google Earth and the proposed Circuit of the Future con-

struction drawings. By using this process all of the circuit’s 
lengths and impedances were determined with an extremely 
high degree of accuracy.  Figure 1 illustrates a PSLF format 
load flow model of the Circuit of the Future (Avanti 12 kV) 
and two adjacent 12 kV distribution circuits. 
 
The electrical system support characteristic desired from the 
D-FACTS is mitigation of infrequent temporary voltage-sags 
of up to -12% from nominal for up to one minute duration. 
This timeframe is considered sufficient to allow protective 
schemes to operate to clear any faults, and allow existing volt-
age controlled devices such as mechanically switched capaci-
tors and transformer tap changers to participate in any on-
going steady state voltage regulation that may follow initial 
voltage sags. The two FACTS technologies considered by 
SCE for this application were Static VAR Compensator (SVC) 
and Static Compensator (STATCOM). For our implementa-
tion, SVC is essentially Thyristor-switched shunt caps and 
STATCOM is power-electronic synthesized AC from a DC 
bus. Figure 2 illustrates their basic operating characteristic. A 
significant difference between these two technologies is their 
relative level of correlation between bus voltage and device 
VAR output. An SVC’s output magnitude has a strong corre-
lation to the device’s bus voltage, while the STATCOM can 
sustain its output magnitude relatively independent of bus 
voltage, down to a very low level of bus voltage.  
 
Load flow analysis was used to provide input to the decision 
between using a SVC or a STATCOM based D-FACTS de-
vice for the Circuit of the Future, and to provide an indication 

0.96 p.u. 

0.99 p.u. 

AVANTI 12 kV
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of the required capacity. Within the load flow model, the SVC 
was modeled as a shunt connected capacitor and the 
STATCOM was implemented as a synchronous condenser. 
The two proxy devices used in the load flow analysis capture 
the key characteristic of VAR output relative to bus voltage 
for each respective device. In order to determine how the de-
vices would affect bus voltage, simulation was performed with 
no device installed and this was used as the baseline voltage. 
The initial baseline voltage was 0.91 per unit (p.u.), with an 
intentionally very stressed 600A peak circuit loading case.  
Next the amount of capacitive VAR capacity needed from 
each type of technology to raise the bus voltage in 2.5% inter-
vals to 10% per unit voltage was determined. Strengthening 
the decision to recommend a SVC over a STATCOM device, 
the difference in the magnitude of capacity needed was mini-
mal between the SVC and the STATCOM, due to the limited 
range of desired voltage support. Given the expected signifi-
cant lower $/KVAR cost for SVC versus STATCOM technol-
ogy, and the fact that similar capacity was needed of either 
type technology to meet the desired performance goal, SVC 
was recommended for the Circuit of the Future. This has been 
designated the Circuit of the Future’s D-SVC.  
 
The steady-state load flow analysis showed that an SVC 
would be able to safely mitigate the baseline voltage up 
through 0.987 p.u. volts. An important observation was any 
mitigation above 0.987 p.u. volts caused heavy reverse VAR 
flow in the circuit which was injected back into the substation. 
This finding was a basis of setting the D-SVC maximum de-
sign capacity to 6.5 MVAR. An important conclusion yielded 
from this steady state study was that the planned circuit will 
need additional capacitance for meeting SCE’s steady-state 
voltage criteria. SCE Tariff Rules [1] specify that steady state 
voltage must be no lower than -5% from nominal voltage. The 
D-SVC should not be use to mitigate steady state voltage. This 
is not the purpose of installing an SVC. In order to utilize this 
device to its fullest potential the Thyristor-switched elements 
should be used to handle temporary events, and remain ready 
for such events and not encumbered with performing steady 
state voltage regulation. The model illustrated in Figure 1 and 
used for additional analysis to be discussed later in the report 
includes the required amount of additional shunt capacitance 
needed for SCE to meet an acceptable level of steady-state 
voltage even under heavy load conditions.   
 
With this initial input, SCE is now developing a more detailed 
specification for a D-SVC connection to the Circuit of the 
Future. Based on the load flow input, the specification in-
cludes, 1) designation of SVC-type technology, 2) maximum 
capacity of 6.5 MVAR, and 3) 1.2 MVAR of additional me-
chanically switched capacitor stages for steady state voltage 
control. Following Figure 3 illustrates the functionality of the 
proposed Circuit of the Future D-SVC. 
 
An additional specification for the D-SVC is a requirement 
that the control system allow for future coordinated control of 
all reactive resources on the Avanti 12kV Circuit.  
 
For this paper, additional load flow analysis was performed to 
demonstrate the potential to improve, i.e. flatten, the voltage 

profile across the Avanti 12 kV circuit through addition of a 
circuit-connected generator DER asset. 

 
Figure 3: Functionality of the D-SVC 
 
While the proposed D-SVC adds additional performance ca-
pability, voltage sag mitigation, there is no direct benefit dur-
ing steady state conditions. SCE DER performed an earlier 
study that evaluated the beneficial impacts from connection of 
DG with VAR capability to a distribution system. The re-
ported findings from this earlier study [2] indicated that rela-
tively large (MW-scale) DG with VAR capability will 1) re-
duce circuit losses, and 2) improve a circuit’s voltage profile. 
Using the Circuit of the Future load flow model, these earlier 
findings are again demonstrated in this report. Figure 1 illus-
trates a steady-state condition that meets SCE’s basic Rule 2 
requirement of maintaining steady-state bus voltages between 
0.95 and 1.05 p.u.. In this initial case, without DG added, the 
average circuit voltages range from 0.96 – 0.99 p.u.. And the 
total calculated peak losses for the modeled three-circuit sys-
tem is 0.77 MW. The attached Figure 4 shows the same sys-
tem scenario, but with a 1 MW synchronous DG operating on 
the Avanti 12 kV circuit, and regulating its interconnection 
(12 kV) bus to 1.0 per unit. The voltages on the circuit with 
the DG operating had an improved range of 0.98 – 1.00 p.u.. 
And, the losses were reduced by -0.040 MW to 0.73 MW 
 

Taking a very simplified approach for illustration, this incre-
mental real power MW peak loss savings applied over an an-
nual 8760 hours, using SCE’s loss factor of 0.41, would be, 
 

0.04 MW * 8760 hours * 0.4 = 140 MWh.  
 

Valued at SCE’s 2006 average cost of energy, 6.9 cents/kWh 
[3, p.17], the annual energy cost savings through loss reduc-
tion would be approximately $4K. 
 
This is the estimated savings from loss reduction for one dis-
tribution circuit. SCE has approximately 4,100 distribution 
circuits. With this number of circuits that are potential hosts 
for DG interconnection, the potential energy and energy-cost 
savings are significant, if DG participate in improving circuit 
voltage and reducing losses. 
 

 

                                                 
1 SCE Loss Factor is from SCE’s 2005 Transmission Expansion Report 
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DER and Reconfiguration for Load Restoration  
 

SCE’s existing practice for post-fault circuit reconfiguration 
for load restoration typically utilizes three types of isolating 
and/or switching devices: circuit breakers at the substation 
sending end of the circuit, fault-interrupting-capable normally 
closed remote controlled automatic reclosers (RAR) at circuit 
mid/interior-points, and normally open remote controlled 

switches (RCS) at outer-edge transfer points between circuits. 
In its most basic and typical implementation, this arrangement 
of devices allows for isolation of faulted sections through iso-
lation of no more than ½ the circuit, and then recovery and 
restoration of load to the unfaulted remaining ½ of the circuit. 
Without this arrangement, the whole circuit and all connected 
load is exposed to sustained outages for major circuit faults. 

 
Figure 4.  Avanti Circuit with 1 MW synchronous DG regulating interconnection (12 kV) bus to 1.0 per unit. 

 
 

 
Figure 5. Planned Fault Interruptors and Switches  
 

SCE’s Circuit of the Future will apply additional interior-
circuit fault-interrupting capable devices; vacuum fault inter-
rupter based Remote Control Interrupters (RCI). Use of multi-
ple RCI’s deployed out on the circuit will allow for higher 
resolution fault isolation. In this case, the circuit will have four 
zones of isolation versus the more basic two. Figure 5 illus-
trates the planned arrangement of the various fault interrupters 
and switches on the Circuit of the Future. 
 

Even assuming that only 25% of additional load would be kept 
online through a system-wide doubling (100% improvement) 

of distribution circuit fault isolation zones, the impact to reli-
ability based valuation metrics could still be significant. As-
suming for example that doubling fault isolation results in a 
25% improvement in post-fault load retention, the resulting 
savings could be substantial. For the following simple pair of 
examples, SCE’s former performance based rate reliability 
‘benchmark’ value of 56 minutes (0.93 hour) system average 
interruption duration index (SAIDI) is used. First, based on 
2006 system average statistics2, SCE’s potential lost-revenue 
savings assuming a 25% reduction in SAIDI is, 

4.8 million customers * 0.93 hours * 2.3kW * 25%  
* 11 cents/kWh = $286,000. 

 

A more significant potential value for improved reliability is 
shown using an assumed customer value of service (VOS) in 
place of the 11 cents/kWh lost electric revenue value that was 
used in the calculation above. Using an assumed VOS of 
$5/kWh, just for illustration purposes, the customer-side po-
tential value from reducing the system SAIDI by 25% is, 

4.8 million customers * 0.93 hours * 2.3kW * 25%  
* 5 dollars/kWh = $51 million. 

                                                 
2 Using 2006 EIX statistics [2]: 96,146 million kWh energy 
sales/4.8 million customers/8760 hours = 2.3 kW avg.. SCE’s 
2006 average electric service revenue was 11 cents/kWh. 

DG On 

0.98 p.u. 

1.00 p.u.
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This very simple pair of valuation examples shows how a 
broad consideration of the value of improved reliability, which 
considers both utility and customer value of reliability im-
provement, could justify performance based payment incen-
tives for utilities to improve system service reliability. While 

adding switches will increase circuit reconfiguration flexibil-
ity, the value of this increased flexibility can be enhanced and 
extended by use of DER as a participant in reconfiguration for 
load restoration. Figures 6 and 7 illustrate a load flow based 
example of DG support of reconfiguration. 

 

 
Figure 6: Overloaded Sections (red) Under Peak Load conditions3 
 
 

 
Figure 7: Overload Mitigation with a 1 MW DG put online on the Avanti 12 kV circuit. 
                                                 
3 The units for the values shown in Fig’s 6 & 7 are Amperes and percent of the circuit conductors’ emergency Ampacity ratings. 

DG Off 

DG On 

Overloads

Open 

Closed 

No Overloads
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Multi-Agent Control for Distribution System Operation 
 
With the integration of DERs, D-Facts devices and other Intel-
ligent Electronic Devices (IEDs) in a traditional distribution 
system, the problem at hand becomes the coordination and the 
control of this complex system to achieve the objectives of 
improved circuit reliability, power quality and availability. 
The authors are addressing these issues through the develop-
ment of a multi-agent system architecture that will autono-
mously control the smart distribution system of the future.  
This section describes this approach.   
 
Software agents and multi-agent systems 
 
While there is no single accepted definition of what consti-
tutes an “agent,” most would agree that an agent is an object 
that can sense and act upon its environment with some degree 
of autonomy. In the context of software-based agents (as op-
posed to biological ones) the following definition is com-
monly cited, “An agent is a computer system that is situated in 
some environment, and that is capable of autonomous action 
in this environment in order to meet its design objectives [4, p. 
29].” This definition is fairly broad as it allows agents to oc-
cupy any environment. Also, it deliberately avoids including 
the term “intelligent” and leaves the necessity and ability to 
incorporate “intelligence,” for example through learning, to 
the need of the application at hand. The extension to intelli-
gent agents can be made by designing agents that take flexible 
autonomous actions, where flexibility is the ability to react to 
the perceived environment in a timely fashion. In other words 
flexibility is to be pro-active through initiative–taking, goal-
directed behavior, and social behavior through interactions 
with other agents. Though none of these three key components 
are difficult to implement, the challenge lies in finding a bal-
ance among them. For example, any real-time control system 
continuously reacts and even communicates with other parts 
of the system. An intelligent agent, on the other hand, may 
change its objective while interacting with others after realiz-
ing that its original operating objectives do not align well with 
some overarching goals [5]. 
 
For this project, we will refer to agents when we mean encap-
sulated software components that have the ability to retrieve 
information about their respective environments, perform 
computations, communicate with other agents, and autono-
mously act on their environment. What differentiates an agent-
based concept from the object-oriented software design is that 
agents have autonomy. Autonomy is another concept that is 
difficult to define accurately but means here that agents oper-
ate without external intervention and have control over their 
state and behavior while acting according to their programmed 
objectives. In other words, agents have their own thread of 
execution rather than simply responding to messages and re-
quests. Also, an agent may decline to perform services for 
other agents or decline to act as requested if the agent finds 
that such action would not be in its best interest (would not 
align with its objectives). 
 

A multi-agent system is composed of a population of autono-
mous agents, which interact with each other to reach common 
objectives, while each agent simultaneously pursues individ-
ual objectives [6]. The agents help to decompose the problem 
into smaller entities that deploy domain (expert) knowledge. 
 
There are many reasons to use a decentralized, agent-based 
design as opposed to a centralized control system. Among 
these are actuation speed, robustness, and overall quality of 
design. Agents that are co-located with actuation devices 
(switches, knobs, etc.) can generally collect information and 
act faster than centrally located controllers, as communication 
and processing delays tend to slow down centralized schemes. 
Decentralized, agent-based designs tend to be more robust to 
small failures, thereby increasing the overall system reliabil-
ity. Finally, the combination of computational intelligence, 
and goal-based methods, with the decentralized agent-based 
control concepts can often result in designs that give better 
overall control results, relative to traditional controller de-
signs. 
 
On the other hand, it can be difficult to get autonomous agents 
to act in accordance with the objectives of the system as a 
whole. Because an agent generally operates according to a 
local objective function, it can act in ways that are incongruent 
with a set of global objectives. This is the challenge of agent-
based control system design — to design the agents such that 
they consistently act according to the goals of the system as a 
whole, without limiting the agents’ autonomy too much. 
 
Distribution systems provide an excellent test case for agent-
based control. An autonomous, self-healing distribution sys-
tem would have a number of advantages in terms of restora-
tion speed and overall quality of service. A control system that 
was robust to single point failures, and required minimal in-
tervention by operators would be particularly valuable during 
high-stress operating periods (such as a storm) as it could re-
duce the burden on human operators and increase restoration 
speed. If the distribution system could continuously optimize 
its voltage profile and its use of distributed generation, it may 
be possible to improve power quality and reduce the cost of 
service. 
 
Control agents for smart distribution systems 
 
With respect to this project agents will be software processes 
located within industrial PC’s located near major control 
equipment within the distribution circuit. Each agent will have 
the ability to collect sensor data, including voltages, currents, 
frequency, and temperature from the measurement hardware 
that is located in the circuit. The collected data will allow the 
agent to observe its environment. Missing or uncertain infor-
mation can be retrieved/validated through communication 
with other agents while each agent calculates control actions 
roughly according to the objectives and constraints described 
in the next subsection. The agents will then enact their deci-
sions by making adjustments to control devices (switches, 
distributed generators, reactive power devices) in the circuit.  
 



Bulk Power System Dynamics and Control – VII, August 19-24, 2007, Charleston, South Carolina, USA 

While ours is not the first agent-based approach to distribution 
system control, it has several unique properties that should 
lead to significant performance benefits. In [11], researchers 
present a conceptual, agent-based design to estimate service 
needs for distribution system components, identify and isolate 
faults, and restore service after a fault. Ref. [12] describes an 
agent-based design applied to the control of power output 
from DG units. This design has been shown to successfully 
facilitate load following in the test distribution system. Fi-
nally, the authors of [13, 14] describe an agent-based approach 
to bulk power system restoration (including the distribution 
system) that uses agents at each load and generator in a six 
substation system. The distribution network model used is 
fairly simple (all loads/generators are connected to a bus bar at 
the substation), but the method is shown to effectively solve 
the restoration problem. Our approach differs from the above 
research projects, primarily in the use of a rolling time hori-
zon/mixed integer programming approach, and by application 
to the problem of voltage control, DER control and loss mini-
mization. 
 
Problem formulation 
 
The structure of the agent control problem is based upon 
Model Predictive Control (MPC) [7]. MPC is a control 
method that integrates concepts from feedback-control and 
model-based predictive (feed-forward) control. The controller 
uses a discrete time model of the system to predict how it will 
react to control actions and uses feedback from sensors to ad-
just for modeling errors. MPC is particularly useful in systems 
that have discrete variables, hard constraints, and objectives 
that include costs and benefits, as opposed to only controlling 
an error trajectory to zero. An MPC controller is designed by 
carefully describing the objectives, constraints, and con-
trol/state variables in the form of an optimization problem. 
 
One of the distinctive features of an MPC problem is optimi-
zation over a discrete time horizon. The structure of the time-
horizon for the distribution circuit problem is something that 
will need to be designed as this project progresses, and may 
need to change based upon the condition of the circuit. For 
example during circuit restoration after a fault, the problem 
will need to model enough time steps to account for each 
switching action, allowing enough time to collect measure-
ments from devices, between subsequent switching actions. A 
time horizon with about 10 time steps spaced 10 seconds apart 
(100 seconds total) will probably be sufficient for most condi-
tions. With this in mind t0 will represent the current time pe-
riod, and the complete time horizon is  

0 1 | |{ ... }KT t t t=  
where K represents the full sequence of time step subscript 
variables. 
 
At least initially, the problem will include the following con-
trol variables: 
• PG: a vector of active power injected into buses in the 

circuit by distributed energy resources and at the trans-
mission system connection. The subscript “G” gives 
the set of all buses that include DER devices. 

• QG: a vector of reactive power injected by DER de-
vices, defined broadly to include controllable reactive 
power devices (switched capacitor banks, SVCs, etc.) 

• a: the position of switches at each branch in the circuit. 
ai is 0 when the switch is open, 1 when closed. At loca-
tions where no switch exists, ai is always 1. 

• R: a vector of controllable transformer tap ratios (one 
entry for each branch, though most will be fixed at 1). 
These will most likely only be located at the transmis-
sion substations, except for very large distribution cir-
cuits. 

 
The problem will include two objectives: (O1) to minimize the 
cost of energy services, and (O2) to avoid/minimize unserved 
energy within the circuit. These two objectives will function 
well during the restoration phase, when the goal is to serve as 
much load as possible, and during normal operation, when the 
goal is to serve the existing load at minimum operating cost, 
while considering security risks to existing loads (estimated 
unserved energy). If we define ρ∈(0,1], ρk is a discount factor 
that can be used to give some preference among control ac-
tions, O1 and O2 can be written as follows: 

 
| |

0

min ( )
K

k

i i
k i G

C Pρ
= ∈

∑ ∑  (O1) 

 , ,
0

min
K

k

i k i k
k i D

P E Pρ
= ∈

− ⎡ ⎤⎣ ⎦∑ ∑  (O2) 

In O1 above, Ci(Pi), i∈G is the cost of the power injection 
(generation) at bus i. In (O2), E[ ,i kP ] gives the expected value 
of power injection due to demand at bus i given no load reduc-
tion, and Pi,k is the actual injection from demand. Because 
both values are negative, O2 measures the unserved demand 
for power at each time step.  
 
The most important constraints in the problem include stan-
dard power-flow constraints (C1, C2) that relate power injec-
tions to currents and voltages, and constraints on voltage and 
current magnitudes (C3, C4) that allow the system to steer 
away from high current or off-nominal voltage conditions. 
Finally, one additional constraint is needed in distribution sys-
tems that are designed to operate only radially. Eq. (C5) will 
maintain radial circuit operation at all time. 
 ( ), , , ( ), ( ),b k b k b b k F b k T b kI a y R V V= −  (C1) 

 
*

, , , ,
i

i k i k i k b k
b B
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∈

+ =
⎛ ⎞
⎜ ⎟
⎝ ⎠
∑  (C2) 

 0.95 | | 1.05k≤ ≤V  (C3) 

 , max| | | |b k bI I≤  (C4) 

 , 0,
l

i k
i L

a l
∈

= ∀∏  (C5) 

Each of the constraints (C1-C5) must hold for all k within the 
prescribed time horizon. Eq. (C1) gives the standard relation-
ship between complex voltage and current in a power system. 
In (C1), F(b) and T(b) represent the set of buses on either end 
of branch b, i.e., from- and to-bus. Eq. (C2) gives the standard 
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bus injection complex power constraint. The set Bi gives the 
subset of all branches (B) that are connected to bus i. It is as-
sumed that the sign on the branch currents (IB) are adjusted 
such that positive current flow is defined out of the bus. (C3-
C4) give the constraints on voltage and current magnitudes, 
and (C5) gives the radial system constraint. In eq. (C5) Ll 
represents each set of branches that form a loop such that one 
can travel over each branch in Ll and arrive at the starting bus.  
 
The resulting non-linear mixed integer programming problem 
accounts for both intentional and unintentional switching 
events, including capacitor bank switching, relay actions, and 
the control of distributed resources including reactive power 
resources. The problem will force the system to plan for and 
implement control actions that result in voltages and currents 
within acceptable limits, while minimizing operating costs and 
unserved energy. The same problem can be used during both 
normal operation and restoration after a fault, because during 
both cases the goals and constraints of the problem are 
roughly the same — the main difference being the initial con-
dition of the network. 
 
Approach 
 
In the proposed design, one agent is placed at each switch, DG 
unit, and reactive power device. Each agent is given the re-
sponsibility to maintain the circuit model and chooses actions 
according to the mixed integer programming problem de-
scribed above. The agents collect data from their neighbors 
and potentially from a central operator via the transmission 
substation using existing communications channels.  
 
Interoperability Benefits 
 
Interoperability, or the capability for different aspects of a 
circuit to work together effectively with little or no human 
interaction is vital to the effective use of the grid [8]. Interop-
erability requires components to be connected to each other 
using both hardware and software. Once this connection is 
complete, components can automatically receive data from 
each other and react accordingly with little to no human input.  
 
To be implemented, interoperability has three fields that need 
to be addressed: technical, informational, and organizational. 
Technical interoperability involves the physical and commu-
nicative connectivity between actual devices. The devices 
must have a common protocol in order to interface with each 
other regardless of component brand, manufacturer, etc. In-
formational interoperability pertains to the content and format 
for data or instructions. Organizational interoperability means 
that the businesses involved have compatible processes and 
procedures. All parties must address their business, economic, 
and legal relationships among themselves to ensure organiza-
tional interoperability works. These three elements are all re-
quired for an effective implementation of interoperability [9]. 
In other words, interoperability is achieved when users can 
easily exchange and use information among various devices 
from different providers.  
 

It must be noted that without interoperability, the benefits 
soon to be discussed are still possible to achieve. However, 
they require much more resources and human involvement. 
When dealing with power systems, interoperability not only 
has benefits to promote effective use of elements of the grid, 
but it also has significant economic repercussions to the par-
ties involved. 
 
Interoperability directly affects grid reliability by providing 
equipment with information about components in the grid that 
may or may not be working. In addition, operators can have 
faster access to more accurate information concerning energy 
flow. This information can allow for rapid response to not 
only help mitigate system disruptions due to natural disasters, 
but also correct unwanted power fluctuations that could oth-
erwise result in outages.  
 
Related to this would be schedule modification. If elements of 
a grid have the ability to communicate with each other, a 
change in energy production or distribution could be commu-
nicated faster to and throughout the grid to prevent energy loss 
or rolling blackouts. This is also an easier form of schedule 
modification since more automation is present. 
 
In the event that a power outage occurs or power needs to be 
cut from a portion of the grid, interoperability would allow for 
an efficient shut down and startup procedure. Compared to the 
old method of “all or nothing,” interoperability would allow 
for a gradual shut down with less critical elements (i.e. air 
conditioners) shut down first and key elements shut down last 
(i.e. water pumps). The reverse would be true for restoring the 
grid following an event. In this manner, key processes would 
remain undisturbed for as long as possible. Similarly, gradual 
restoration of the grid would not only re-energize key ele-
ments first, but would also prevent a power overload due to 
inrush (“cold load pick-up”). 
Interoperability also allows for increased customer involve-
ment. If advanced technology is implemented successfully, 
customers will have access to the status of the grid at their 
own homes. This will allow them to remain informed and pos-
sibly help resolve undesirable energy anomalies by, for exam-
ple, reducing power usage at times of high demand. 
 
Since interoperability uses advanced technology to facilitate 
better monitoring and understanding of the grid, it enhances 
opportunities for harnessing a wide range of new resources 
(such as renewables) as dispersed generation.  
 
With easier access to data, interoperability can have a direct 
economic benefit. Operators will be able to access real-time 
electricity prices and grid status which can allow them to re-
duce energy use when prices are high or supply is insufficient. 
Not only does this save consumers money, but it also lowers 
the costs and risks to wholesale power purchasers.  
 
Economically, interoperability can also reduce the cost of cre-
ating and maintaining a grid. New devices leveraging informa-
tion technology and containing advanced electronics will be 
able to complete tasks faster and for a lower cost than the elec-
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tromechanical devices we have today. In addition, these new 
devices can be integrated and maintained much more easily 
than existing devices. 
 
Interoperability is directly supported by the GridWise Archi-
tecture Council (GWAC), a team of experts sponsored by the 
US Department of Energy. GWAC’s mission is to establish 
broad industry consensus regarding the integration of ad-
vanced technology and communications into electric power 
operations in order to enhance our socio-economic well-being 
and security [10]. 
 
One of the visions of GWAC is to integrate interoperability 
with distributed energy resources. GWAC works toward this 
vision by creating a framework to help identify issues and 
create a context that can facilitate understanding and change 
among those involved in the electric system. GWAC also 
plans to establish a consensus building process and foster 
cross industry segment collaboration. In this sense, GWAC 
acts as the “overseer” for the support and eventually the im-
plementation of interoperability. 
 
GWAC focuses heavily on the transformation of the power 
industry. Such a transformation will result from widespread 
adoption and use of information technology (IT) which incor-
porates open architecture and standards. The scope of this 
transformation includes the integration of new distributed 
technologies such as demand response, distributed generation, 
and storage with existing grid technology to allow for a col-
laborative management of the grid from power production to 
consumption by the ultimate customer.  
 
Conclusion  
 
This paper describes the concept of improving operation of a 
distribution circuit of the future through installment of inter-
operable devices which are controlled using a muti-agent sys-
tem approach. The devices that are considered for deployment 
include D-FACTS for voltage support, DERs, and control 
agents. The benefits of interoperability are presented, and a 
multi-agent system control architecture for distribution system 
operation is discussed. This concept is being considered by 
SCE’s DER Program and its Circuit of the Future. The project 
team involves SCE, the Advanced Power & Electricity Re-
search Center (APERC) at West Virginia University and the 
US DoE National Energy Technology Laboratory (NETL).  
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